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XSOL, a Combined Integral Equation (XRISM) and Quantum Mechanical Solvation
Model: Free Energies of Hydration and Applications to Solvent Effects on Organic
Equilibria
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A combined XRISM integral equation and quantum mechanical solvation model (XSOL) is presented and
tested for the computation of free energies of hydration of organic compounds. The method features the
extended reference interaction site model (XRISM) for the description of sedoteent interactions and a
quantum mechanical representation of the solute molecule. A coupled self-consistent-field procedure is used
to achieve the convergence of the solvent structural reorganization and the electronic polarization of the
solute molecule in solution. The present XSOL model is tested through computation of free energies of
hydration of a series of organic compounds and the medium dependence of a number of organic equilibria
in solution. The method complements continuum self-consistent reaction field (SCRF) methods and explicit
Monte Carlo and molecular dynamics simulations, and it is much more efficient than QM/MM simulation
approaches for estimating solvent effects on organic processes in aqueous solution.

Introduction In the second approach, solvent molecules are explicitly
included in computer simulations in which the intermolecular

Tlhe (I:omblnz?]tlor) of ﬁ'&mum Tiechanlcs (QM) and clas?:?al interactions are typically described by an analytical force figld.
molecular mechanics (MM) provides an attractive approach for g, 1o_sojvent electrostatic interactions are incorporated into

_det(_ermining mo!ecular structure, gnergetics, and charge IC)C’Iar'the Hamiltonian for the “quantum mechanical” solute, leading
Ization .Of organic Species in solqtlénNumerous advantages to the determination of the solute wave function in solution.
2()3(:ieWIr:whothsu::es?sOIr:gtceh d Cg mblL?aer?tu?nM(/: '\r?('e\ﬂm?gzlthtggi.ni-r:(gs Although more realistic, the use of an explicit solvent dramati-
which can be systematically Bi/mqprove din accurécvyhereag 'cally .increasgs. the computqtional tim.e necessary to carry out
the solvent is treated classically, which is extremely efficient sufﬁue_nt statistical sampling in thes.e S|mu|at|ons._ Furthermore,
' to obtain accurate results for solvation free energies, long-range

in computational speed. Furthermore, the generality of the o ; .
S . ; . . .~ electrostatic interactions must be treated accurately by moving
method is evident from studies of chemical reactions in solution, : :
beyond the spherical cutoff scheffeTo this end, long-range

where thereisnon ificall rametrize MM ntial 7 ) . .
ere there is no need to specifically parametrize potentia electrostatic interactions have recently been incorporated into

functions for each new reaction to be investigated. Depending . ) :
on the representation of the solvent, the coupling between thecOmblned QM/MM simulations through Ewald summatidn.

QM and MM region of a solution system can be achieved in An alternativ_e approaqh to sol\(atipn is statisti(_:al mechanical
two ways through (1) continuum self-consistent reaction field integral equation theories of liquid8. In particular, the
(SCRF) modefs and (2) atomistic molecular dynamics and reference interaction site model (RISM) of Chandler and
Monte Carlo simulation techniqué4-1° Both approaches have ~Andersen is extremely successful in providing both qualitative
been widely used, and have proven to be remarkably successfupnd quantitative insight about solvatigit’ The RISM integral
in the description of solvent effects on a variety of chemical €guation theory, like molecular dynamics and Monte Carlo
and biochemical phenomena in aqueous and nonaqueous solusimulation, is a microscopic method that provides detailed
tions1:3.10 information about solutesolvent interactions in terms of

In the continuum solvation model, the solvent is treated as a Statistical site-site distribution functions. Yet, like the con-
dielectric medium using the Poisson equation or the Poisson tinuum models, it is computationally efficient, and more
Boltzmann equation for nonzero ionic strength. The simplest importantly, there is no complication of truncating long-range
form of this approach is the Born solvation model for Spherica| electrostatic interactions as in molecular simulations. ThUS, the
ions3 These calculations yield only the electrostatic component combination of the RISM integral equation theory and QM
of the total solvation free energy, which is often augmented by methods would complement both continuum and explicit
other contributions, including surface tension and the free energysimulation techniques.
of cavitation®'1 Although computationally efficient, a major Indeed, integration of the RISM model with ab initio
drawback of the continuum models is a lack of knowledge of Hartree-Fock and multiconfiguration self-consistent field
specific solute-solvent interactions. It is sometimes necessary (MCSCF) methods has been reported by Hirata and co-
to include one or more explicit solvent molecules to account workers!819 In essence, the implementation is analogous to

for specific hydrogen bond3. the continuum SCRF proceduteMaking use of electrostatic
potential (ESP) derived charges, the method has been applied
T Present address: Charles River Associates, Inc., Boston, MA. to a number of organic systems, exemplified by the computation
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of the free energy difference of alkylamines in watthe
acidity difference of haloacetic aci@d and the solvent effect
on electronic absorption energi®8. However, the method has
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chain (HNC) closure has been shown to provide good results
for polar and ionic aqueous solutid@s*® and is adopted in the
present XSOL model

not been optimized for general, accurate calculations of the
h, () = g YasKTHhe(N—Codr) _ q
as

Uy ™10 = 4e, 4)

A%

XS

U () = (5)

absolute free energies of solvation for organic compounds. 3)

In this study, an alternative approach is explored for the

coupling between the QM and MM region, with the semiem- where the subscript s specifies a solvent site@edher a solute

pirical AM12° and PM3! model chosen for the solute and the or a solvent site. In eq 3, the sitsite intermolecular potential

RISM¢ integral equation theory for the solvent by making use U,(r) contains a short-range Lennardones term and a long-

of Jorgensen’s three-site TIP3P moékel.In particular, the range electrostatic term. For solveisblvent interactiongs{r)

semiempirical wave function is used to obtain atomic charges is determined by the TIP3P model for watémyhich has been

with the charge model 1 (CM1) algorithm recently developed slightly modified for use in the XRISM calculatio’&2° For

by Cramer and Truhlar and co-workéfs.The CM1 charges  solute-solvent interactions, the short-range Lennaldnes

are determined from a multiparameter scaling procedure thatterms are written as

has been parametrized to reproduce experimental dipole mo-

ments for neutral molecules in the gas ph#&s&ince the wave O\ [0ys|°

function of the solute molecule will be polarized through the reo  \re

QM/MM coupling, the CM1 charges derived from the polarized

wave function reflect such condensed-phase polarization effects\where the parameterss and ey are determined according to

The CM1 charges have been employed in the newest versionghe combining rules such thats = (0x + 05)/2 and exs =

of the extremely successful generalized Born solvation models (¢,e)2. The solvent parameters andes are taken from the

(SMX) by these authofé and have been chosen by Kaminski  TIP3P model for water and are kept unchanged. The parameters

and Jorgensen in Monte Carlo simulatidfs. (ox and &) of the solute atomsare optimized in XSOL

The aim of the present study is to develop a general procedurecalculations to yield the best agreement between computed and

for computing the absolute free energies of solvation for organic experimental solvation free energies. These are the empirical

molecules with an accuracy comparable to that from the parameters inherently involved in any QM/MM combinations

continuum SCRF solvation models or free-energy perturbation and must be optimized analogoudlyfor long-range interac-

(FEP) simulation$:1%26 The present method is referred to as tions, U, is determined by the Coulombic term

the XSOL model for the combination of extended RISM

(XRISM) and the semiempirical AM1/PM3 solvation model.

The computed free energies of hydration for a series of 21

molecules of various functionalities are found to be in good

agreement with experiment, employing a small number of \yhereq is the empirical partial charge for a solvent atom and

adjustable parameters (the Lennadbneso ande for each ¢ s the CM1 charge for solute atom x, which is derived from

element). The XSOL model is further tested by the computation the solute wave functio?® To solve the XRISM equations, a

of solvent effects on the torsional free-energy profile of 1,2- renormalization technique is used for the electrostatic term and

dichloroethane and the tautomeric equilibria of 2- and 4-hy- the number of Fourier points in the numerical iteration are 512,

droxypyridine and pyridone. These applications demonstrate corresponding to 0.00598 to 164 A in real spéte.

the applicability and limitations of the XSOL mode!. B. QM/MM Coupling. Incorporation of electrostatic terms
from the XRISM solvent into HartreeFock calculations is
analogous to combined QM/MM methods used in explicit
computer simulations or continuum SCRF solvation mo#@ls.

Method
A. XRISM Method. The RISM integral equation theory of

Chandler and Andersen divides molecules into interaction$ites,
analogous to the force fields used in fluid simulations. The
extended RISM (XRISM) is an extension of the original theory
for polar solventd” There are two equations with two
unknowns: the total correlation functiortyy), and the direct
correlation functionsg(r), wherer is the distance variable. For
a system of rigid molecules, in which the solute molecule (x)
is dissolved in a solvent (s) at infinite dilutiopy— 0), the
XRISM equations in Fouriek-space (denoted by the caret) for
solvent-solvent and solutesolvent interactions ate!”

@)
)

whereh and¢ are matrixes of the intermolecular total correlation
function and the direct correlation function, respectivelyis
the solvent density, and is the intramolecular correlation
matrix. The element ofw can be expressed in Fourier
representation a,(K) = (sinkR,)/(kRy,) with Ry, being the
distance between atomsandy.

The second equation is the sitsite closure relationship.

hX = WXéXSWS + pSWXeXShSS

S

This involves a modification of the gas-phase Fock matrix by
the electrostatic potential arising from the solvent. In the XSOL
model, the solute is treated by the semiempirical Austin model
1 (AM1) and parametrized model 3 (PM3) methdeid!
Semiempirical models are chosen in the initial application
because they can be applied to large molecular systériibe
procedure would complement the popular solvation models
(SMX) developed by Cramer and Truhlar, where the AM1 and
PM3 models are also usétas well as other approachi@g>26
Since the overlap integral is unity in the neglect diatomic
differential overlap (NDDO¥ approximation that is used in the
AM1 and PM3 model along with the fact that only atomic site
site correlation functions are available from the XRISM calcula-
tion, the Fock matrix element for the solute in solution is given

by eq 6

Fup=F Z ouex)V(R)) (6)

where the basis functions are located on atonfr%,, is an
element of the gas-phase Fock matrix, awifRy) is the
electrostatic potential from the solvent at the position of solute

Although a number of choices are available, the hypernetted atom x. The electrostatic potentidl(Ry), is evaluated using
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the trapezoidal numerical integral scheme from-sgiite pair
distributions

S
Vx(Rx) = 47[‘/:0 Z qspsrxsgxs(rxs)drxs (7)
=

wheregy(rxs) is the radial distribution function between solute
atom x and solvent site s and is related to the total correlation
function by gys(rxs) = hxs(rxs) + 1.

C. Free Energy of Hydration. In the XSOL model, the
free energy of hydration is written as

AG, = AGy, + AE,, (8)
whereAGys is the free energy of solvation due to solusmlvent
interactions and solvent reorganization axi,q is the change
in the electronic energy or polarization of the solute in going
from the gas phase into solution. The standard state in the
present study corresponds to 1 mol/L ideal gas for the vapor
phase and 1 mol/L ideal solution for the solution phase. In eq
8, AEpq is defined as follows and is analogous to previous
studieda10

AE,, = [W[Hey W TWoIH WD 9)
whereW andW* are the solute wave functions in solution and
in the gas phase, respectivelfer is the effective Hamiltonian
of the solute molecule in solution, which is obtained by
including the solute solvent interaction terms (eq 7) in the
Hamiltonian of an isolated solute in the gas pha$®.{-3-10.25.26
AGys is computed using the ChandieBingh—Richardson
equation derived with the assumption of Gaussian fluctuations
(GF) for the solvent?

dr (10)

0 1
AGys = —4mpRT z Zj; I'Z[CXS(I’) + Ehxs(r)cxs(r)

An alternate formula was also derived by Singer and Chandler
for use with the HNC closuré It is found here and in early
works that eq 10 gives superior resufts?

D. Computational Details. A coupled iterative scheme is
used to solve the coupled XRISM and HECF equation&?2°:33
Throughout this study, the solute geometry is held rigid at its

Shao et al.

TABLE 1: Lennard —Jones Parameters for Solute Atoms in
the XSOL Model

AM1 PM3

atom oA e(kcal/mol) o (A) e (kcal/mol)
H (C) 1.80 0.02 1.60 0.04
H (heteroatom) 0.50 0.02 0.50 0.05
C 4.40 0.08 4.30 0.10
N 4.40 0.35 3.70 0.70
O (sp) 3.55 0.40 3.50 0.35
0 (sp) 3.55 0.40 3.60 0.30
Cl 4.60 0.60 4.60 0.60

are used for the solute. Employing semiempirical models,
computation of free energies of hydration for typical organic
molecules containing less than 15 non-hydrogen atoms takes
abou 2 h CPU time on a SGI Indigo2/R10000 workstation.
For comparison, if hybrid QM/MM free-energy simulations were
performed! it would require 2-3 weeks of computer time. The
XSOL program is available upon request from the authors.
With the choice of the CM1 charges and the potential function
parameters for the solvent (TIP3P) kept uncharigééthe only
adjustable parameters in the coupled QM and XRISM integral
equation approach are the Lennadbnesok andey values for
the solute atom (eq 4). These parameters are determined by an
iterative process of trial and error and by comparison of trends
of computed solvation free energies with experiment. The same
process has been used and described in the development of the
SMX parameter® as well as the CHARMNP and OPLS force
fields36 For neutral solutes, we found that each element only
requires one set of parametess éndey), except hydrogen for
which a distinction between hydrogen attached to a carbon or
to a non-carbon atom must be made. The final parameters for
both AM1 and PM3 models are listed in Table 1.

Results and Discussion

A. Free Energy of Hydration. Solvation free energies for
a series of 21 molecules from both the AM1 and PM3 model
are listed in Table 2, along with the experimental values. For
comparison, the predictions by the SM&.4nd the PSGVB
PB?® continuum solvation models and by Monte Carlo simula-
tions employing scaled CM1 charges for aqueous sol¢ftiame
also included in Table 2. These molecules contain a wide
variety of functional groups, including hydrocarbons, alcohols,

optimized structure in the gas phase, since previous studiesethers, carbonyl groups, acids, esters, amines, amides, aceto-
showed that geometry optimizations in solution only have minor nitrile, and aromatic compounds. Because of the difference in
corrections to the computed solvation free enéfgyThe charge polarization between AM1 and PM3, particularly for
XRISM equations are solved using the method described molecules containing nitrogen, there are noticeable changes in
previouslyl”-2with an initial guess for the solute CM1 charges the Lennare-Jones parameters for the two models. Neverthe-
from the gas-phase wave function. Then the electrostatic less, these parameters are reasonably close to those used in
potential at the position of the solute atomic sites is determined empirical force fields for proteins and organic liqui#s®

using the converged total correlation function. The electrostatic ~ With the use of a single set of adjustable parameters, in
potentials are then incorporated into the Fock matrix to yield addition to the heuristic choice of the CM1 charges for the solute
an updated density matrix for the solute, from which a new set atoms, the computed free energies of hydration are found to be
of CM1 charges are enumerated. These charges are used iin good agreement with experimental d&taThe average errors
subsequent XRISM iterations to yield another set of pair in computedAGyyqfrom the present XSOL model are 1.1 kcal/
correlation functions. This procedure, analogous to the SCRF mol using both the AM1 and PM3 methods, which cover a range
schemé, is continued until both the electronic energy and the from +2 to —10 kcal/mol in solvation free energy. The error
solvent structure become self-consistent with a criterion of range is similar to results obtained from free-energy perturbation
charge density change less tharm4é units between successive simulations employing the combined QM/MM AM1/TIP3P
coupled XRISM-HF iterations. The semiempirical MOPAC potential, which yielded an average uncertainty of 1.4 kcal/mol
package is used in all electronic structure calculatiéndsually for 10 neutral solutes in watér.In another approach using

it requires several hundred to a thousand iterations to attain thescaled CM1/AM1 charges in Monte Carlo simulations, the
XRISM convergence, which is compounded by aboutlb average error in computedG, was 1.1 kcal/mol for 13
cycles of XRISM-HF iteration. Thus, the computational cost solutes?® For a similar set of 29 molecules, Tannor et al.
is still substantial if ab initio and density-functional methods obtained an error of 0.6 kcal/mol using the ab initio HF/6-31G**
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TABLE 2: Calculated and Experimental Free Energies of Hydration, AG° (kcal/mol)

XSOL SM5.4
molecule AM1 PM3 AM1 PM3 PSGVB MC-AOC* exp
CH, 4.5 35 2.0 2.1 2.0
CHsCH;s 4.1 2.9 1.2 1.3 25 1.9
CeHs -0.7 -15 -1.0 -11 -0.8 —-2.9 -0.8
CsHsCHs -1.7 —2.6 -0.9 -0.9 -0.8 -0.8
CH;OH —-4.0 —4.1 —54 —5.4 —-5.2 —4.4 —-5.1
CH3CH,OH —55 —5.6 —4.9 —4.8 —4.5 -5.0
2-propanol —-4.0 —-4.9 -3.8 —-4.1 —4.4 —4.8
phenol -7.5 -7.3 —6.6 —6.4 -5.9 —6.6
H,O -7.7 —6.6 -9.5 —8.6 -7.3 —-6.3
CH3OCH; —-0.5 -0.7 —2.4 —2.2 —2.6 -19
CH3;COCH; -1.7 —-2.8 —-4.3 —4.2 —4.5 -3.6 -3.8
CH3;COH —6.7 —6.3 —6.5 —6.6 -7.3 7.7 —6.7
CH3;CO,CHs 4.1 —-4.3 -4.0 -3.9 —4.6 -33
CHsCN 0.8 —-4.7 —4.3 —4.5 -5.0 -39
CH3NH> —4.4 —4.7 —5.8 —=5.1 —4.3 —6.5 —4.6
CH3CH.NH; —-3.2 —4.6 —-4.7 —4.2 —-4.7 —4.5
CH3;CONH, 7.2 —-11.7 —10.3 —-9.8 —11.0 —-11.9 -9.7
(2)-NMA —10.0 —10.1 -7.8 —-8.7 —-8.7 —10.1
(E)-NMA —-10.4 —13.5 -7.3 -9.9 -9.0 —10.1
pyridine —4.5 -7.2 -5.0 —-4.9 51 —-4.7
4-me-pyridine —4.8 —-7.8 —-4.9 —4.6 —=5.1 —-4.9

aReference 24° Reference 26° Reference 25.

and GVB/6-31G** method coupled with a numerical Poisson ~ TABLE 3: Energy Components in Computed Free Energies
Boltzmann solvef® The SM5.4, on the other hand, was of Hydration (kcal/mol)

developed with a much larger database including 215 neutral XSOL-AM1 XSOL-PM3
solute molecule$* The mean unsigned error in the free energy molecule AEy AGxs AGy, AE AGxs AGy
of hydration was_0.50 and 0.44 kcal/mol for the AM1 and PM3 CHa 0.0 45 45 00 35 35
models, respective# Overall, the accuracy of the present  cH.CH, 0.0 4.1 41 00 29 29
XSOL model is similar to that from free-energy perturbation CgHs 15 -23 —-07 1.2 —27 -—15
simulations using combined QM/MM potentials but with only ~ CeHsCHs 1.9 -35 -17 14 -40 -26
a fraction of the computational costs. Interestingly, results from CHsOH 17 -58 -40 18 -59 -4l
well-parametrized continuum models enjoy somewhat smaller (z:-gﬁj;%l' 21'.55 :g:g ;51:(5) i:g :g:g :2:8
average errors than the XSOL model and explicit simulations. phene| 36 -111 -75 29 -102 -73

The primary sources of error in the computed free energy H,0O 1.8 -95 -77 17 -83 —66
are from alkanes and nitrogen-containing compounds. The CH;OCHs 1.2 -7 -05 11 -18 -07
XSOL/AM1 model has the largest computational error for CH:COChH 28 -46 -17 31 -59 -28
acetonitrile with a calculated value of 0.8 kcal/mol, compared CH;COH 2.0 -87 —67 19 —82 6.3

- . CH3CO,CHs 2.0 —-6.1 —41 2.1 -6.3 —43
vv_|th the experimental value of—_3.9 k(_:aI/moI. Th_e same CH:CN 13 05 08 10 -57 -47
difficulty has also been observed in hybrid QM/MM simulations  CH;NH, 1.0 54 —44 1.0 57 —47
using the AM1 modet. The PM3 model gives a reasonable  CH;CH,NH, 0.7 -39 -32 08 -54 -—46
result for acetonitrile; however, the computed solvation free CHsCONH, 37 —109 -72 66 —183 -117

(2)-NMA 32 —-132 -100 35 -13.6 -10.1

energies for pyridine, 4-met_hy|pyr|d|ne, ande){N-methyl- (E)-NMA 62 _166 —104 97 -232 —135
acetamide (NMA) are overestimated by 255 kcal/mol. The pyridine 23 68 45 41 -114 —72
error for €)-NMA in the XSOL-PM3 model is of concernsince  4-me-pyridine 2.0 -6.8 -48 34 -112 -78
experimental results indicate that the cis and trans forms of
NMA have similar free energies of hydratidff. The origin of the XSOL model is somewhat greater than that obtained from
this error is the result of an overestimated charge polarization discreet combined QM/MM Monte Carlo simulatichst should
in the €) conformation (Table 3). also be noted thaAGys is not always greater than theEp

The computedAGy, which corresponds to the free-energy term in magnitude because the former contains the solvent
change in transferring a molecule from the gas phase into reorganization energy.
solution, contains two contributing components in the present Upon solvation, the solute electronic structure will be
XSOL model. AGxs is the solvation free energy due to polarized through interactions with the solvent and is reflected
interactions between the solute and solvent molecules along withby enhanced molecular dipole moments and partial charges. The
the solvent reorganization. The second terky,, is the computed molecular dipole moments are given in Table 4.
polarization energy of the solute electronic structure by the Overall, dipole moments in aqueous solution show an increase
solvent environment. Because the electronic wave function of of about 36-70% in aqueous solution over the gas-phase values.
the solute molecule in solution is distorted from its gas-phase Although the induced dipoles are somewhat greater than those
equilibrium, AEp, is necessarily positive according to the obtained from explicit simulations, which are increased about
variational principle. The relative contributionsAd@;, are listed 20—40%}-6the trends from the XSOL predictions are consistent
in Table 3. It is interesting to note that the polarization with the combined QM/MM results.
contribution to the total solvation free energy is relatively large,  An advantage of the XSOL model over continuum solvation
further demonstrating the importance of a polarization effect methods is that specific solutsolvent interactions may be
in solvation. The magnitude of th&E,, term predicted by examined through radial distribution functions (rdfs). This is
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3.0 , . . , - . . TABLE 5: Calculated Free Energies of Hydration (kcal/
mol) and Dipole Moments (D) for Methylated Amines and
Ammonia Using the AM1 and PM3 XSOL Model
25+ 1
—— o-owxsoL w(@as} w(@QF AEw AGxs AGy,  exp
XSOL-AM1
200 T O-owMe NHs 176 213 07 -49 —42 43
—~—— O-Hw XSOL CHsNH- 1.40 1.96 1.0 -54 —-44 -46
- o ooHuNG (CHa),NH  1.09 1.76 1.3 -58 —45 -43
515 (CHgs)sN 0.82 1.39 07 —-47 —-40 -32
XSOL-PM3
10k NHs 1.40 1.61 06 -52 —-46 —43
CH3NH- 1.22 1.68 1.0 57 —-47 -46
(CHs).NH 0.97 1.71 15 —-6.1 —-46 —43
05 (CHs)sN 0.56 0.92 08 —-42 -33 -32
a Computed using CM1 charges. The semiempirical dipole moments
follow the same trends, and thus, they are not listed here.

0.0 -
1 2 3 4 5 6 7 8 9 10

r (angstrom) layer around acetone, are clearly reflected by both the XSOL
Figure 1. Comparison of the ©0,, and O-H,, radial distributions and simulation methods.
for acetone in water from the XSOL model and combined QM/MM In the following, the performance and limitations of the XSOL
Monte Carlo simulations. model are further tested on a number of chemical equilibria in

TABLE 4: Gas-Phase and Aqueous Dipole Moments aqueous solu;ion. These systems have bet_an invgstigated_previ-
Calculated Using Charge Model 1 (CM1) and Semiempirical ously by a\_/arlety_of computational methods |ncIL_Jd|ng combined
Methods (D) QM/MM simulations. The effects of solvation on these
CM1-AM1 AM1 CM1-PM3 PM3 molecules are well-established, providing an excellent source
of data for comparison. We note that Kaminski and Jorgensen
molecule  gas water gas water gas water gas waler rqcenily described a method making use of scaled CM1 gas-

CH, 00 00 00 00 00 00 00 00 phase charges in Monte Carlo simulati@hsA similar set of
g—,I_?CHS 8-8 8-8 8-8 8-8 8-8 8-8 8-8 8-8 test cases were used by these authors.

616 . . . . . . . . ; ;
CeHeCHs 029 00l 026 003 025 002 026 006 B. Free Energy of Hy_drat|on of Methylated A_mmes.The
CH5OH 163 2.19 1.62 207 159 221 149 198 [ree energies of hydration for methylated amines have been

CH:CH,OH 156 243 155 222 156 246 145 214 investigated by a number of groufis;* employing a variety

2-propanol 1.63 247 169 231 157 247 157 2.23 of computational methods. An interesting feature in the trend
phenol 127 250 1.24 217 125 246 114 206 of the experimental free energies of hydration is that there is
H0 202 235 18 221 192 225 174 209 4 njtial decrease in free energy with the addition of the first

CHs;OCH; 129 189 143 189 117 177 124 1.68 . . . . S
CHCOCH; 2.94 466 292 424 292 467 278 411 methyl group, which contradicts conventional chemical intui-

CHsCOH 1.97 262 1.87 234 197 274 1.82 242 tionsin that a methyl group is expected to be hydrophébic.
CH;CO.CH; 195 3.00 1.74 254 206 321 180 2.69 Free-energy perturbation simulations employing effective pair
CH:CN 3.79 493 289 377 389 578 321 4.68 potentials uniformly predict an increase of about2lkcal/mol
CHsNH, 140 196 149 177 122 168 140 167 upon each methyl substitutid,although use of polarizable
CHsCH,NH, 137 1.88 155 177 114 158 1.44 168 ; X : :
CH.CONH, 3.26 495 375 516 368 602 327 516 Potential functions slightly attenuate the dlscrepa‘f?cf_v,sug-
(2)-NMA 372 532 381 514 3.19 487 339 4.71 gesting the importance of the polarization effect on this problem.
(E)-NMA 293 536 352 550 3.72 691 3.10 558 The XSOL/AM1 model gives a reasonable agreement with
pyridine 154 313 197 290 166 3.59 1.94 3.33 experimentboth inthe trend and in the calculated absolute free
4-me-pyridine 1.95 3.24 233 304 200 367 228 346 energy of hydration for this series (Table 5). In Table 5, the
computed dipole moments show a trend of decreasing value
illustrated by Figure 1, which compares the rdfs for the acetone from ammonia to trimethylamine both in aqueous solution and
carbonyl oxygen with water ©@and H, obtained using the iy the gas phase. The slight decrease (more negative) in the
XSOL model and combined AM1/TIP3P Monte Carlo simula- free energy of hydration upon the first and second methy|
tions. The position of the first peak in the-®i,, rdf from the substitution is echoed by the greater polarization energies for
XRISM calculation tends to be shorter than the corresponding (CHs)-,NH and CHNH, than NH;, which may be attributed to
simulation results, leading to a greater peak height. On the otherthe observed trend. As the third methyl group is added,
hand, the @Oy, first peak is shifted outward by about 0.3 A hydrophobic effects become predominant, which overwhelm the
compared to the simulation data. The discrepancy betweenpolarization contribution. Similar trends have been obtained
XSOL-XRISM and Monte Carlo simulation peaks is due to by Hirata et al. with their coupled RISM-SCF approach at the
different van der Waals parameters that have been used in theHF/6-31G* level; however, the absolute free energies of
two calculations. A better agreement would have been obtainedhydration were not given in that stud§. The XSOL/PM3
if the same parameters were used. A possible approach tomodel exhibits similar features as the AM1 method in the
reduce the difference in van der Waals parameters is to use thecorrelation of the computed solvation free energies and polariza-
three-dimensional formulation of the RISM equations derived tion effect. However, in this case, dimethylamine is predicted
by Cortis et al'® The second small peak in the-®l,, at about to be slightly less solvated than methylamine, in agreement with
4.0 A may be assigned to the second hydrogen on the waterexperiment. Further, the aqueous dipole moments from XSOL/
donating a hydrogen bond to the carbonyl oxygen. Overall, PM3 calculations show a slight increase from ammonia to
the XSOL rdfs show more structured features in the pair dimethylamine, in contrast to the XSOL/AML results.
distribution functions than the simulation results. The peaks at Figure 2 depicts the amine N and watey @fs for the these
a distance of about 6 A, corresponding to the second solvationfour compounds. It is interesting to observe four isobestic points
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Figure 2. Computed amine N and water O {ND,,) radial distribution Figure 3. Computed free-energy profile for 1,2-dichloroethane in water
functions for NH, CHsNH,, (CHs).NH, and (CH)sN in water. from XSOL-AM1 and XSOL-PM3 calculations.

TABLE 6: Free Energy Differences (kcal/mol) between the

in the rdfs, which reflect the gradual change of solvation shells Gauche and Trans Conformers of 1,2-Dichloroethane

in going from hydrogen-bonding interactions in bltd primarily

hydrophobic interactions in N(CHs. Hydrogen-bonding in- XSOL
teractions between the amino group and water are clearly medium exp MC-AOC® OPLS-AA* AM1  PM3
reflected by the first peaks in the rdfs, which gradually diminish g5 phase 1.2 0.86 1.17 0.74 0.63
upon successive methyl substitutions. Concomitantly, a new acetonitrile —0.22 -0.33 -0.33

peak arises at 4.7 A, reflecting the first solvation layer of water aqueous —0.62 —-120 -1.40
molecules around the methyl groups at longer distances. aReference 424 Reference 25¢ Reference 42c.

C. Torsional Free-Energy Profile for 1,2-Dichloroethane.

The conformational equilibrium of 1,2-dichloroethane provides water, respectivel§& Since the solvent effect in acetonitrile is
a classical example of solvent effects on conformational changessjightly underestimated by the Monte Carlo simulations, the

of organic compound, and it has been the subject of numerousxsoOL results appear to be consistent with the aqueous results
experimental and computational stud#$? In the gas phase  of Kaminski and Jorgensé.

and nonpolar solvent such as cyclohexane, the trans conforma- D. Tautomeric Equilibria in 2- and 4-Hydroxypyridine

tion is more stable than the gauche form in free energy by 1.20 and Pyridone. Another well-known example having significant
and 0.51 kcal/mol, respectivef§? As the polarity of the solvent  splvent effects on chemical equilibria is the tautomeric equilibria
increases, the gauche conformation becomes more populate@f 2- and 4-hydroxypyridine and pyridor. In the gas phase,
since its molecular dipole moment changes from zero in the the hydroxy form is preferred over the lactam form, whereas
trans conformer to about 3.5 D in the gauche fdfmExperi- the two tautomers exist in comparable amounts in chloroform
mentally, the solvent effect was found to stabilize the gauche and cyclohexan&44 In aqueous solution, the equilibria is
conformation by—1.42 kcal/mol in going from the gas phase

to acetonitrile*?2 The effect would be expected to be even N N

greater in aqueous solution.

The Lennard-Jones parameters for the chlorine atom are - 1
calibrated by comparing the computed and experimental free >y
energies of hydration for C4€l, CH,Cl,, and CHC}. With I
the parameters listed in Table 1, the compute@, are 1.9,

—0.4, and—1.4 kcal/mol for these three compounds, respec- H
tively, which may be compared with the experimental values ~o 0
(—0.6, —1.4, and—1.1 kcal/mol).

The computed free-energy profiles as a function of the
dihedral angle around the centratC bond are shown in Figure —_— 2
3, using both the XSOL/AM1 and XSOL/PM3 model. The 7
differences in the free energy of hydration between the gauche v '}'
and trans form are listed in Table 6. For 1,2,-dichloroethane, H
the XSOL calculations yield a solvent effect ef1.94 kcal/
mol at the AM1 level and—2.03 kcal/mol using the PM3  completely shifted to the lactam form due to increased hydrogen-
method, in favor of the gauche conformer. This is accompanied bonding and dipolar interactions.
by a shift in the minimum of the gauche conformation from Table 7 summarizes the computed differences in free energy
72° (70°) in the gas phase using the AM1 (PM3) model t6 63  of hydration for the tautomeric equilibria of 2-hydroxypyridine
(60°) in water. For comparison, using the Monte Carlo free- — 2-pyridone () and 4-hydroxypyridine— 4-pyridone ) in
energy perturbation method along with the scaled CM1 charges,water. Experimental and early computational results are also
Kaminski and Jorgensen found that the trans-gauche relativelisted in Table 7 for comparisoff. The XSOL/PMS3 predictions
stability of 1,2-dichloroethane is reversed with a computed are found to be in good accord with experiment, with a
solvent effect 0f~1.19 and—1.48 kcal/mol in acetonitrile and  calculated solvent effect 6f4.4 kcal/mol for 2-hydroxypyridine

T—=
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TABLE 7: Differences in Free Energy of Hydration 3.0 T , . , ‘ .
(kcal/mol) for the Tautomeric Equilibria of 2- and
4-Hydroxypyridine in Water

25

2-HO-pyridine— 4-HO-pyridine—

method Pyridone pyridone
experiment —4.6+0.8 <-5.8 20 -
MC QM/MM2 —-5.74+0.2 —7.440.2
MC AOCP —2.24+0.2 -
AM1-SMm2¢ -2.6 5157
SCRH —5.8
XSOL-AM1 —-3.9 -7.0
XSOL-PM3 —4.4 -7.9 or

aReference 458 Reference 25¢ Reference 45 Reference 45c.
05 -
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0.0 1
25 1 r (angstrom)

Figure 5. Computed radial distribution functions for 2-pyridone using

20t XSOL-AM1.

Conclusions

A combined integral equation and quantum mechanical
solvation model (XSOL) has been presented and tested on the
computation of free energies of hydration of a series of organic
compounds and on medium effects for organic equilibria in
aqueous solution. In the XSOL model, the solute molecules
are represented by the semiempirical AM1 or PM3 model and
00 —— 3 4 5 P 7 8 s 10 the solvent is approximated by the three-site TIP3P model for

r (angstrom) water. The solvation process and reorganization of the solvent
Figure 4. Computed radial distribution functions for 2-hydroxypyridine ~ structures are determined by the extended reference interaction
using XSOL-AM1. site model (XRISM), which is extremely successful and has

been applied to numerous systems. The electronic structure

and —7.9 kcal/mol for 4-hydroxypyridine. The results from  calculations, which yield the solute atomic charges in solution,
XSOL/AM1 calculations are also good with predicted solvent are performed with the inclusion of the solvent electrostatic
effects of—3.9 and—7.0 kcal/mol. Previous Monte Carlo QM/  potential enumerated from the sitsite correlation functions.
MM simulations employing the AM1 method yielded solvent A key feature of the present method is the use of the charge
effects of —5.7 and —7.4 kcal/mol for these two systems, model (CM1) recently developed by Cramer and Truhlar and
respectively>® Kaminiski and Jorgensen obtained a solvent cq_workers for their solvation models. The method is tested
effect of —2.2 kcal/mol for the 2-hydroxypyridine- 2-pyridone through computation of free energies of hydration for a series
conversion in water. Using the 6-31G* EPS charges and o organic molecules and solvent effects on organic equilibria.
geometries, these authors found that the preditt&@nyq in The unassigned errors are about 1 kcal/mol in comparison with
water is —6.4 kcal/mol, which lends some insight about the gy nerimental solvation free energies. This is comparable to
range_of uncertainties involved in empirical potential functions ..o« from explicit free-energy perturbation simulations em-
for flum! simulationsz® L . ploying either combined QM/MM or empirical potential func-

Details of hydrogen-bonding interactions are revealed by the tions. However. the XSOL model is much more efficient in
computed rdfs for the two systems. Figures 4 and 5 illustrate computational time and complements continuum solvation
the change i'n_hydrogen-bonding patterns fo_r 2-pyridone and models and explicit QM/MM simulations. The present RISM
2.-hydroxypyr|d|ne. Hydrogen-bonding interactions betweer) t.he integral equation calculations are based on a one-dimensional
nitrogen and water hydrogen are clearly reflected by th_e _stnkmg reduction of the OrnsteinZernicke equation. Recently, three-
?}%uﬁ% altntlé;rziicl)rrll ttg(tehgr?w‘i,vni:gLrfr?rre?/-ehe)lllgzioi(k?;[yonr?énv(\e/ater dimensional formalisms have been derived in the framework

" . -~ similar to the RISM equations by averaging the orientations of
molecule is strongly hydrogen-bonded to the nitrogen. This 2 .
only one of the molecular pair in a correlation functfénThus,

peak disappears in the-NH,, rdf for 2-pyridone (Figure 5) . . . . .
because the nitrogen is attached to a hydrogen and is now athe full orientational information can be obtained for the

hydrogen-bond donor. The hydroxy group in 2-hydroxypyridine reference solute molecule. It has been shown that the computed
can potentially form t'WO hydrogen bonds, one donor and one pair distribution functions are in better agreement with simula-

acceptor. However, the acceptor hydrogen bond is weak with tion rgsul'és than .those obtained using 'the or|g|nal' XRISM
an average of 0.3 nearest neighbors. The carbonyl oxygen inequatloné‘. There is tremendous opportunity to further improve

2-pyridone is an excellent hydrogen-bond acceptor, as demon-the accuracy of the present XSOL model by incorporating these
strated by the first peak in the-@H, rdf in Figure 5. Integration ~ New theoretical developments.

of the first peak shows that the carbonyl oxygen participate in

two hydrogen bonds with the solvent. These findings are in  Acknowledgment. This research was supported by the
good accord with the results from our previous Monte Carlo National Science Foundation and the National Institutes of
simulations employing a combined AM1/TIP3P potentfal. Health.
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