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A combined XRISM integral equation and quantum mechanical solvation model (XSOL) is presented and
tested for the computation of free energies of hydration of organic compounds. The method features the
extended reference interaction site model (XRISM) for the description of solute-solvent interactions and a
quantum mechanical representation of the solute molecule. A coupled self-consistent-field procedure is used
to achieve the convergence of the solvent structural reorganization and the electronic polarization of the
solute molecule in solution. The present XSOL model is tested through computation of free energies of
hydration of a series of organic compounds and the medium dependence of a number of organic equilibria
in solution. The method complements continuum self-consistent reaction field (SCRF) methods and explicit
Monte Carlo and molecular dynamics simulations, and it is much more efficient than QM/MM simulation
approaches for estimating solvent effects on organic processes in aqueous solution.

Introduction

The combination of quantum mechanics (QM) and classical
molecular mechanics (MM) provides an attractive approach for
determining molecular structure, energetics, and charge polar-
ization of organic species in solution.1 Numerous advantages
exist with the use of such combined QM/MM methods. The
solute molecule is treated by quantum chemical techniques,
which can be systematically improved in accuracy,2 whereas
the solvent is treated classically, which is extremely efficient
in computational speed. Furthermore, the generality of the
method is evident from studies of chemical reactions in solution,
where there is no need to specifically parametrize MM potential
functions for each new reaction to be investigated. Depending
on the representation of the solvent, the coupling between the
QM and MM region of a solution system can be achieved in
two ways through (1) continuum self-consistent reaction field
(SCRF) models3 and (2) atomistic molecular dynamics and
Monte Carlo simulation techniques.1,4-10 Both approaches have
been widely used, and have proven to be remarkably successful
in the description of solvent effects on a variety of chemical
and biochemical phenomena in aqueous and nonaqueous solu-
tions.1,3,10

In the continuum solvation model, the solvent is treated as a
dielectric medium using the Poisson equation or the Poisson-
Boltzmann equation for nonzero ionic strength. The simplest
form of this approach is the Born solvation model for spherical
ions.3 These calculations yield only the electrostatic component
of the total solvation free energy, which is often augmented by
other contributions, including surface tension and the free energy
of cavitation.3,11 Although computationally efficient, a major
drawback of the continuum models is a lack of knowledge of
specific solute-solvent interactions. It is sometimes necessary
to include one or more explicit solvent molecules to account
for specific hydrogen bonds.12

In the second approach, solvent molecules are explicitly
included in computer simulations in which the intermolecular
interactions are typically described by an analytical force field.13

Solute-solvent electrostatic interactions are incorporated into
the Hamiltonian for the “quantum mechanical” solute, leading
to the determination of the solute wave function in solution.1

Although more realistic, the use of an explicit solvent dramati-
cally increases the computational time necessary to carry out
sufficient statistical sampling in these simulations. Furthermore,
to obtain accurate results for solvation free energies, long-range
electrostatic interactions must be treated accurately by moving
beyond the spherical cutoff scheme.13 To this end, long-range
electrostatic interactions have recently been incorporated into
combined QM/MM simulations through Ewald summation.14

An alternative approach to solvation is statistical mechanical
integral equation theories of liquids.15 In particular, the
reference interaction site model (RISM) of Chandler and
Andersen is extremely successful in providing both qualitative
and quantitative insight about solvation.16,17 The RISM integral
equation theory, like molecular dynamics and Monte Carlo
simulation, is a microscopic method that provides detailed
information about solute-solvent interactions in terms of
statistical site-site distribution functions. Yet, like the con-
tinuum models, it is computationally efficient, and more
importantly, there is no complication of truncating long-range
electrostatic interactions as in molecular simulations. Thus, the
combination of the RISM integral equation theory and QM
methods would complement both continuum and explicit
simulation techniques.

Indeed, integration of the RISM model with ab initio
Hartree-Fock and multiconfiguration self-consistent field
(MCSCF) methods has been reported by Hirata and co-
workers.18,19 In essence, the implementation is analogous to
the continuum SCRF procedure.3 Making use of electrostatic
potential (ESP) derived charges, the method has been applied
to a number of organic systems, exemplified by the computation† Present address: Charles River Associates, Inc., Boston, MA.
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of the free energy difference of alkylamines in water,19 the
acidity difference of haloacetic acid,18d and the solvent effect
on electronic absorption energies.18b However, the method has
not been optimized for general, accurate calculations of the
absolute free energies of solvation for organic compounds.

In this study, an alternative approach is explored for the
coupling between the QM and MM region, with the semiem-
pirical AM120 and PM321 model chosen for the solute and the
RISM16 integral equation theory for the solvent by making use
of Jorgensen’s three-site TIP3P model.22 In particular, the
semiempirical wave function is used to obtain atomic charges
with the charge model 1 (CM1) algorithm recently developed
by Cramer and Truhlar and co-workers.23 The CM1 charges
are determined from a multiparameter scaling procedure that
has been parametrized to reproduce experimental dipole mo-
ments for neutral molecules in the gas phase.23 Since the wave
function of the solute molecule will be polarized through the
QM/MM coupling, the CM1 charges derived from the polarized
wave function reflect such condensed-phase polarization effects.
The CM1 charges have been employed in the newest versions
of the extremely successful generalized Born solvation models
(SMX) by these authors24 and have been chosen by Kaminski
and Jorgensen in Monte Carlo simulations.25

The aim of the present study is to develop a general procedure
for computing the absolute free energies of solvation for organic
molecules with an accuracy comparable to that from the
continuum SCRF solvation models or free-energy perturbation
(FEP) simulations.3,10,26 The present method is referred to as
the XSOL model for the combination of extended RISM
(XRISM) and the semiempirical AM1/PM3 solvation model.
The computed free energies of hydration for a series of 21
molecules of various functionalities are found to be in good
agreement with experiment, employing a small number of
adjustable parameters (the Lennard-Jonesσ and ε for each
element). The XSOL model is further tested by the computation
of solvent effects on the torsional free-energy profile of 1,2-
dichloroethane and the tautomeric equilibria of 2- and 4-hy-
droxypyridine and pyridone. These applications demonstrate
the applicability and limitations of the XSOL model.

Method

A. XRISM Method. The RISM integral equation theory of
Chandler and Andersen divides molecules into interaction sites,16

analogous to the force fields used in fluid simulations. The
extended RISM (XRISM) is an extension of the original theory
for polar solvents.17 There are two equations with two
unknowns: the total correlation functions,h(r), and the direct
correlation functions,c(r), wherer is the distance variable. For
a system of rigid molecules, in which the solute molecule (x)
is dissolved in a solvent (s) at infinite dilution (Fx f 0), the
XRISM equations in Fourierk-space (denoted by the caret) for
solvent-solvent and solute-solvent interactions are16,17

whereĥ andĉ are matrixes of the intermolecular total correlation
function and the direct correlation function, respectively,Fs is
the solvent density, andw is the intramolecular correlation
matrix. The element ofŵ can be expressed in Fourier
representation asŵRγ(k) ) (sinkRRγ)/(kRRγ) with RRγ being the
distance between atomsR andγ.

The second equation is the site-site closure relationship.
Although a number of choices are available, the hypernetted

chain (HNC) closure has been shown to provide good results
for polar and ionic aqueous solutions27-29 and is adopted in the
present XSOL model

where the subscript s specifies a solvent site andR either a solute
or a solvent site. In eq 3, the site-site intermolecular potential
URs(r) contains a short-range Lennard-Jones term and a long-
range electrostatic term. For solvent-solvent interactions,Uss(r)
is determined by the TIP3P model for water,22 which has been
slightly modified for use in the XRISM calculations.28,29 For
solute-solvent interactions, the short-range Lennard-Jones
terms are written as

where the parametersσxs andεxs are determined according to
the combining rules such thatσxs ) (σx + σs)/2 and εxs )
(εxεs)1/2. The solvent parametersσs andεs are taken from the
TIP3P model for water and are kept unchanged. The parameters
(σx and εx) of the solute atomsare optimized in XSOL
calculations to yield the best agreement between computed and
experimental solvation free energies. These are the empirical
parameters inherently involved in any QM/MM combinations
and must be optimized analogously.1 For long-range interac-
tions,Uxs

el is determined by the Coulombic term

whereqs is the empirical partial charge for a solvent atom and
qx is the CM1 charge for solute atom x, which is derived from
the solute wave function.23 To solve the XRISM equations, a
renormalization technique is used for the electrostatic term and
the number of Fourier points in the numerical iteration are 512,
corresponding to 0.00598 to 164 Å in real space.17

B. QM/MM Coupling. Incorporation of electrostatic terms
from the XRISM solvent into Hartree-Fock calculations is
analogous to combined QM/MM methods used in explicit
computer simulations or continuum SCRF solvation models.1,3,18

This involves a modification of the gas-phase Fock matrix by
the electrostatic potential arising from the solvent. In the XSOL
model, the solute is treated by the semiempirical Austin model
1 (AM1) and parametrized model 3 (PM3) methods.20,21

Semiempirical models are chosen in the initial application
because they can be applied to large molecular systems.18 The
procedure would complement the popular solvation models
(SMX) developed by Cramer and Truhlar, where the AM1 and
PM3 models are also used,3b,24as well as other approaches.3a,25,26

Since the overlap integral is unity in the neglect diatomic
differential overlap (NDDO)30 approximation that is used in the
AM1 and PM3 model along with the fact that only atomic site-
site correlation functions are available from the XRISM calcula-
tion, the Fock matrix element for the solute in solution is given
by eq 6

where the basis functions are located on atom x,Fo
µµ is an

element of the gas-phase Fock matrix, andV(Rx) is the
electrostatic potential from the solvent at the position of solute
atom x. The electrostatic potential,V(Rx), is evaluated using

hRs(r) ) e-URs(r)/kT+hRs(r)-cRs(r) - 1 (3)

Uxs
vdW(rxs) ) 4εxs[(σxs

rxs
)12

- (σxs

rxs
)6] (4)

Uxs
el(r) )

qxqs

rxs
(5)

Fµµ ) F°µµ - ∑
x

δ(µεx)V(Rx) (6)

ĥss) ŵsĉssŵs + Fsŵsĉssĥss (1)

ĥxs ) ŵxĉxsŵs + Fsŵxĉxsĥss (2)
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the trapezoidal numerical integral scheme from site-site pair
distributions

wheregxs(rxs) is the radial distribution function between solute
atom x and solvent site s and is related to the total correlation
function bygxs(rxs) ) hxs(rxs) + 1.

C. Free Energy of Hydration. In the XSOL model, the
free energy of hydration is written as

where∆Gxs is the free energy of solvation due to solute-solvent
interactions and solvent reorganization and∆Epol is the change
in the electronic energy or polarization of the solute in going
from the gas phase into solution. The standard state in the
present study corresponds to 1 mol/L ideal gas for the vapor
phase and 1 mol/L ideal solution for the solution phase. In eq
8, ∆Epol is defined as follows and is analogous to previous
studies1a,10

whereΨ andΨ° are the solute wave functions in solution and
in the gas phase, respectively.Ĥeff is the effective Hamiltonian
of the solute molecule in solution, which is obtained by
including the solute-solvent interaction terms (eq 7) in the
Hamiltonian of an isolated solute in the gas phase (Ĥo).1,3-10,25,26

∆GXs is computed using the Chandler-Singh-Richardson
equation derived with the assumption of Gaussian fluctuations
(GF) for the solvent:31

An alternate formula was also derived by Singer and Chandler
for use with the HNC closure.32 It is found here and in early
works that eq 10 gives superior results.18,19

D. Computational Details. A coupled iterative scheme is
used to solve the coupled XRISM and HF-SCF equations.18,29,33

Throughout this study, the solute geometry is held rigid at its
optimized structure in the gas phase, since previous studies
showed that geometry optimizations in solution only have minor
corrections to the computed solvation free energy.3b The
XRISM equations are solved using the method described
previously,17,29with an initial guess for the solute CM1 charges
from the gas-phase wave function. Then the electrostatic
potential at the position of the solute atomic sites is determined
using the converged total correlation function. The electrostatic
potentials are then incorporated into the Fock matrix to yield
an updated density matrix for the solute, from which a new set
of CM1 charges are enumerated. These charges are used in
subsequent XRISM iterations to yield another set of pair
correlation functions. This procedure, analogous to the SCRF
scheme,3 is continued until both the electronic energy and the
solvent structure become self-consistent with a criterion of
charge density change less than 10-4 e units between successive
coupled XRISM-HF iterations. The semiempirical MOPAC
package is used in all electronic structure calculations.34 Usually
it requires several hundred to a thousand iterations to attain the
XRISM convergence, which is compounded by about 5-10
cycles of XRISM-HF iteration. Thus, the computational cost
is still substantial if ab initio and density-functional methods

are used for the solute. Employing semiempirical models,
computation of free energies of hydration for typical organic
molecules containing less than 15 non-hydrogen atoms takes
about 2 h CPU time on a SGI Indigo2/R10000 workstation.
For comparison, if hybrid QM/MM free-energy simulations were
performed,1 it would require 2-3 weeks of computer time. The
XSOL program is available upon request from the authors.

With the choice of the CM1 charges and the potential function
parameters for the solvent (TIP3P) kept unchanged,22,23the only
adjustable parameters in the coupled QM and XRISM integral
equation approach are the Lennard-Jonesσx andεx values for
the solute atom (eq 4). These parameters are determined by an
iterative process of trial and error and by comparison of trends
of computed solvation free energies with experiment. The same
process has been used and described in the development of the
SMX parameters24 as well as the CHARMM35 and OPLS force
fields.36 For neutral solutes, we found that each element only
requires one set of parameters (σx andεx), except hydrogen for
which a distinction between hydrogen attached to a carbon or
to a non-carbon atom must be made. The final parameters for
both AM1 and PM3 models are listed in Table 1.

Results and Discussion

A. Free Energy of Hydration. Solvation free energies for
a series of 21 molecules from both the AM1 and PM3 model
are listed in Table 2, along with the experimental values. For
comparison, the predictions by the SM5.424 and the PSGVB-
PB26 continuum solvation models and by Monte Carlo simula-
tions employing scaled CM1 charges for aqueous solution25 are
also included in Table 2. These molecules contain a wide
variety of functional groups, including hydrocarbons, alcohols,
ethers, carbonyl groups, acids, esters, amines, amides, aceto-
nitrile, and aromatic compounds. Because of the difference in
charge polarization between AM1 and PM3, particularly for
molecules containing nitrogen, there are noticeable changes in
the Lennard-Jones parameters for the two models. Neverthe-
less, these parameters are reasonably close to those used in
empirical force fields for proteins and organic liquids.35,36

With the use of a single set of adjustable parameters, in
addition to the heuristic choice of the CM1 charges for the solute
atoms, the computed free energies of hydration are found to be
in good agreement with experimental data.37 The average errors
in computed∆Ghyd from the present XSOL model are 1.1 kcal/
mol using both the AM1 and PM3 methods, which cover a range
from +2 to -10 kcal/mol in solvation free energy. The error
range is similar to results obtained from free-energy perturbation
simulations employing the combined QM/MM AM1/TIP3P
potential, which yielded an average uncertainty of 1.4 kcal/mol
for 10 neutral solutes in water.6 In another approach using
scaled CM1/AM1 charges in Monte Carlo simulations, the
average error in computed∆Gh was 1.1 kcal/mol for 13
solutes.25 For a similar set of 29 molecules, Tannor et al.
obtained an error of 0.6 kcal/mol using the ab initio HF/6-31G**

Vx(Rx) ) 4π∫0

∞ ∑
s)1

S

qsFsrxsgxs(rxs)drxs (7)

∆Gh ) ∆GXs + ∆Epol (8)

∆Epol ) 〈Ψ|Ĥeff|Ψ〉 - 〈Ψ°|Ĥ°|Ψ°〉 (9)

∆GXs ) -4πFsRT∑
x
∑

s
∫0

∞
r2[cxs(r) +

1

2
hxs(r)cxs(r)]dr (10)

TABLE 1: Lennard -Jones Parameters for Solute Atoms in
the XSOL Model

AM1 PM3

atom σ (Å) ε (kcal/mol) σ (Å) ε (kcal/mol)

H (C) 1.80 0.02 1.60 0.04
H (heteroatom) 0.50 0.02 0.50 0.05
C 4.40 0.08 4.30 0.10
N 4.40 0.35 3.70 0.70
O (sp3) 3.55 0.40 3.50 0.35
O (sp2) 3.55 0.40 3.60 0.30
Cl 4.60 0.60 4.60 0.60
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and GVB/6-31G** method coupled with a numerical Poisson-
Boltzmann solver.26 The SM5.4, on the other hand, was
developed with a much larger database including 215 neutral
solute molecules.24 The mean unsigned error in the free energy
of hydration was 0.50 and 0.44 kcal/mol for the AM1 and PM3
models, respectively.24 Overall, the accuracy of the present
XSOL model is similar to that from free-energy perturbation
simulations using combined QM/MM potentials but with only
a fraction of the computational costs. Interestingly, results from
well-parametrized continuum models enjoy somewhat smaller
average errors than the XSOL model and explicit simulations.

The primary sources of error in the computed free energy
are from alkanes and nitrogen-containing compounds. The
XSOL/AM1 model has the largest computational error for
acetonitrile with a calculated value of 0.8 kcal/mol, compared
with the experimental value of-3.9 kcal/mol. The same
difficulty has also been observed in hybrid QM/MM simulations
using the AM1 model.4 The PM3 model gives a reasonable
result for acetonitrile; however, the computed solvation free
energies for pyridine, 4-methylpyridine, and (E)-N-methyl-
acetamide (NMA) are overestimated by 2.5-3.5 kcal/mol. The
error for (E)-NMA in the XSOL-PM3 model is of concern since
experimental results indicate that the cis and trans forms of
NMA have similar free energies of hydration.37c The origin of
this error is the result of an overestimated charge polarization
in the (E) conformation (Table 3).

The computed∆Gh, which corresponds to the free-energy
change in transferring a molecule from the gas phase into
solution, contains two contributing components in the present
XSOL model. ∆GXs is the solvation free energy due to
interactions between the solute and solvent molecules along with
the solvent reorganization. The second term,∆Epol, is the
polarization energy of the solute electronic structure by the
solvent environment. Because the electronic wave function of
the solute molecule in solution is distorted from its gas-phase
equilibrium, ∆Epol is necessarily positive according to the
variational principle. The relative contributions to∆Gh are listed
in Table 3. It is interesting to note that the polarization
contribution to the total solvation free energy is relatively large,
further demonstrating the importance of a polarization effect
in solvation. The magnitude of the∆Epol term predicted by

the XSOL model is somewhat greater than that obtained from
discreet combined QM/MM Monte Carlo simulations.6 It should
also be noted that∆GXs is not always greater than the∆Epol

term in magnitude because the former contains the solvent
reorganization energy.

Upon solvation, the solute electronic structure will be
polarized through interactions with the solvent and is reflected
by enhanced molecular dipole moments and partial charges. The
computed molecular dipole moments are given in Table 4.
Overall, dipole moments in aqueous solution show an increase
of about 30-70% in aqueous solution over the gas-phase values.
Although the induced dipoles are somewhat greater than those
obtained from explicit simulations, which are increased about
20-40%,1,6 the trends from the XSOL predictions are consistent
with the combined QM/MM results.

An advantage of the XSOL model over continuum solvation
methods is that specific solute-solvent interactions may be
examined through radial distribution functions (rdfs). This is

TABLE 2: Calculated and Experimental Free Energies of Hydration, ∆Gh° (kcal/mol)

XSOL SM5.4a

molecule AM1 PM3 AM1 PM3 PSGVBb MC-AOCc expa

CH4 4.5 3.5 2.0 2.1 2.0
CH3CH3 4.1 2.9 1.2 1.3 2.5 1.9
C6H6 -0.7 -1.5 -1.0 -1.1 -0.8 -2.9 -0.8
C6H5CH3 -1.7 -2.6 -0.9 -0.9 -0.8 -0.8
CH3OH -4.0 -4.1 -5.4 -5.4 -5.2 -4.4 -5.1
CH3CH2OH -5.5 -5.6 -4.9 -4.8 -4.5 -5.0
2-propanol -4.0 -4.9 -3.8 -4.1 -4.4 -4.8
phenol -7.5 -7.3 -6.6 -6.4 -5.9 -6.6
H2O -7.7 -6.6 -9.5 -8.6 -7.3 -6.3
CH3OCH3 -0.5 -0.7 -2.4 -2.2 -2.6 -1.9
CH3COCH3 -1.7 -2.8 -4.3 -4.2 -4.5 -3.6 -3.8
CH3CO2H -6.7 -6.3 -6.5 -6.6 -7.3 -7.7 -6.7
CH3CO2CH3 -4.1 -4.3 -4.0 -3.9 -4.6 -3.3
CH3CN 0.8 -4.7 -4.3 -4.5 -5.0 -3.9
CH3NH2 -4.4 -4.7 -5.8 -5.1 -4.3 -6.5 -4.6
CH3CH2NH2 -3.2 -4.6 -4.7 -4.2 -4.7 -4.5
CH3CONH2 -7.2 -11.7 -10.3 -9.8 -11.0 -11.9 -9.7
(Z)-NMA -10.0 -10.1 -7.8 -8.7 -8.7 -10.1
(E)-NMA -10.4 -13.5 -7.3 -9.9 -9.0 -10.1
pyridine -4.5 -7.2 -5.0 -4.9 -5.1 -4.7
4-me-pyridine -4.8 -7.8 -4.9 -4.6 -5.1 -4.9

a Reference 24.b Reference 26.c Reference 25.

TABLE 3: Energy Components in Computed Free Energies
of Hydration (kcal/mol)

XSOL-AM1 XSOL-PM3

molecule ∆Epol ∆GXs ∆Gh ∆Epol ∆GXs ∆Gh

CH4 0.0 4.5 4.5 0.0 3.5 3.5
CH3CH3 0.0 4.1 4.1 0.0 2.9 2.9
C6H6 1.5 -2.3 -0.7 1.2 -2.7 -1.5
C6H5CH3 1.9 -3.5 -1.7 1.4 -4.0 -2.6
CH3OH 1.7 -5.8 -4.0 1.8 -5.9 -4.1
CH3CH2OH 2.5 -8.0 -5.5 2.4 -8.0 -5.6
2-propanol 1.5 -5.6 -4.0 1.6 -6.5 -4.9
phenol 3.6 -11.1 -7.5 2.9 -10.2 -7.3
H2O 1.8 -9.5 -7.7 1.7 -8.3 -6.6
CH3OCH3 1.2 -1.7 -0.5 1.1 -1.8 -0.7
CH3COCH3 2.8 -4.6 -1.7 3.1 -5.9 -2.8
CH3CO2H 2.0 -8.7 -6.7 1.9 -8.2 -6.3
CH3CO2CH3 2.0 -6.1 -4.1 2.1 -6.3 -4.3
CH3CN 1.3 -0.5 0.8 1.0 -5.7 -4.7
CH3NH2 1.0 -5.4 -4.4 1.0 -5.7 -4.7
CH3CH2NH2 0.7 -3.9 -3.2 0.8 -5.4 -4.6
CH3CONH2 3.7 -10.9 -7.2 6.6 -18.3 -11.7
(Z)-NMA 3.2 -13.2 -10.0 3.5 -13.6 -10.1
(E)-NMA 6.2 -16.6 -10.4 9.7 -23.2 -13.5
pyridine 2.3 -6.8 -4.5 4.1 -11.4 -7.2
4-me-pyridine 2.0 -6.8 -4.8 3.4 -11.2 -7.8
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illustrated by Figure 1, which compares the rdfs for the acetone
carbonyl oxygen with water Ow and Hw obtained using the
XSOL model and combined AM1/TIP3P Monte Carlo simula-
tions. The position of the first peak in the O-Hw rdf from the
XRISM calculation tends to be shorter than the corresponding
simulation results, leading to a greater peak height. On the other
hand, the O-Ow first peak is shifted outward by about 0.3 Å
compared to the simulation data. The discrepancy between
XSOL-XRISM and Monte Carlo simulation peaks is due to
different van der Waals parameters that have been used in the
two calculations. A better agreement would have been obtained
if the same parameters were used. A possible approach to
reduce the difference in van der Waals parameters is to use the
three-dimensional formulation of the RISM equations derived
by Cortis et al.46 The second small peak in the O-Hw at about
4.0 Å may be assigned to the second hydrogen on the water
donating a hydrogen bond to the carbonyl oxygen. Overall,
the XSOL rdfs show more structured features in the pair
distribution functions than the simulation results. The peaks at
a distance of about 6 Å, corresponding to the second solvation

layer around acetone, are clearly reflected by both the XSOL
and simulation methods.

In the following, the performance and limitations of the XSOL
model are further tested on a number of chemical equilibria in
aqueous solution. These systems have been investigated previ-
ously by a variety of computational methods including combined
QM/MM simulations. The effects of solvation on these
molecules are well-established, providing an excellent source
of data for comparison. We note that Kaminski and Jorgensen
recently described a method making use of scaled CM1 gas-
phase charges in Monte Carlo simulations.25 A similar set of
test cases were used by these authors.

B. Free Energy of Hydration of Methylated Amines.The
free energies of hydration for methylated amines have been
investigated by a number of groups,38-41 employing a variety
of computational methods. An interesting feature in the trend
of the experimental free energies of hydration is that there is
an initial decrease in free energy with the addition of the first
methyl group, which contradicts conventional chemical intui-
tions in that a methyl group is expected to be hydrophobic.38

Free-energy perturbation simulations employing effective pair
potentials uniformly predict an increase of about 1-2 kcal/mol
upon each methyl substitution,39 although use of polarizable
potential functions slightly attenuate the discrepancy,40,41 sug-
gesting the importance of the polarization effect on this problem.
The XSOL/AM1 model gives a reasonable agreement with
experiment both in the trend and in the calculated absolute free
energy of hydration for this series (Table 5). In Table 5, the
computed dipole moments show a trend of decreasing value
from ammonia to trimethylamine both in aqueous solution and
in the gas phase. The slight decrease (more negative) in the
free energy of hydration upon the first and second methyl
substitution is echoed by the greater polarization energies for
(CH3)2NH and CH3NH2 than NH3, which may be attributed to
the observed trend. As the third methyl group is added,
hydrophobic effects become predominant, which overwhelm the
polarization contribution. Similar trends have been obtained
by Hirata et al. with their coupled RISM-SCF approach at the
HF/6-31G* level; however, the absolute free energies of
hydration were not given in that study.18 The XSOL/PM3
model exhibits similar features as the AM1 method in the
correlation of the computed solvation free energies and polariza-
tion effect. However, in this case, dimethylamine is predicted
to be slightly less solvated than methylamine, in agreement with
experiment. Further, the aqueous dipole moments from XSOL/
PM3 calculations show a slight increase from ammonia to
dimethylamine, in contrast to the XSOL/AM1 results.

Figure 2 depicts the amine N and water Ow rdfs for the these
four compounds. It is interesting to observe four isobestic points

Figure 1. Comparison of the O-Ow and O-Hw radial distributions
for acetone in water from the XSOL model and combined QM/MM
Monte Carlo simulations.

TABLE 4: Gas-Phase and Aqueous Dipole Moments
Calculated Using Charge Model 1 (CM1) and Semiempirical
Methods (D)

CM1-AM1 AM1 CM1-PM3 PM3

molecule gas water gas water gas water gas water

CH4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
CH3CH3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
C6H6 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
C6H5CH3 0.29 0.01 0.26 0.03 0.25 0.02 0.26 0.06
CH3OH 1.63 2.19 1.62 2.07 1.59 2.21 1.49 1.98
CH3CH2OH 1.56 2.43 1.55 2.22 1.56 2.46 1.45 2.14
2-propanol 1.63 2.47 1.69 2.31 1.57 2.47 1.57 2.23
phenol 1.27 2.50 1.24 2.17 1.25 2.46 1.14 2.06
H2O 2.02 2.35 1.86 2.21 1.92 2.25 1.74 2.09
CH3OCH3 1.29 1.89 1.43 1.89 1.17 1.77 1.24 1.68
CH3COCH3 2.94 4.66 2.92 4.24 2.92 4.67 2.78 4.11
CH3CO2H 1.97 2.62 1.87 2.34 1.97 2.74 1.82 2.42
CH3CO2CH3 1.95 3.00 1.74 2.54 2.06 3.21 1.80 2.69
CH3CN 3.79 4.93 2.89 3.77 3.89 5.78 3.21 4.68
CH3NH2 1.40 1.96 1.49 1.77 1.22 1.68 1.40 1.67
CH3CH2NH2 1.37 1.88 1.55 1.77 1.14 1.58 1.44 1.68
CH3CONH2 3.26 4.95 3.75 5.16 3.68 6.02 3.27 5.16
(Z)-NMA 3.72 5.32 3.81 5.14 3.19 4.87 3.39 4.71
(E)-NMA 2.93 5.36 3.52 5.50 3.72 6.91 3.10 5.58
pyridine 1.54 3.13 1.97 2.90 1.66 3.59 1.94 3.33
4-me-pyridine 1.95 3.24 2.33 3.04 2.00 3.67 2.28 3.46

TABLE 5: Calculated Free Energies of Hydration (kcal/
mol) and Dipole Moments (D) for Methylated Amines and
Ammonia Using the AM1 and PM3 XSOL Model

µ(gas)a µ(aq)a ∆Epol ∆GXs ∆Gh exp

XSOL-AM1
NH3 1.76 2.13 0.7 -4.9 -4.2 -4.3
CH3NH2 1.40 1.96 1.0 -5.4 -4.4 -4.6
(CH3)2NH 1.09 1.76 1.3 -5.8 -4.5 -4.3
(CH3)3N 0.82 1.39 0.7 -4.7 -4.0 -3.2

XSOL-PM3
NH3 1.40 1.61 0.6 -5.2 -4.6 -4.3
CH3NH2 1.22 1.68 1.0 -5.7 -4.7 -4.6
(CH3)2NH 0.97 1.71 1.5 -6.1 -4.6 -4.3
(CH3)3N 0.56 0.92 0.8 -4.2 -3.3 -3.2

a Computed using CM1 charges. The semiempirical dipole moments
follow the same trends, and thus, they are not listed here.
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in the rdfs, which reflect the gradual change of solvation shells
in going from hydrogen-bonding interactions in NH3 to primarily
hydrophobic interactions in N(CH3)3. Hydrogen-bonding in-
teractions between the amino group and water are clearly
reflected by the first peaks in the rdfs, which gradually diminish
upon successive methyl substitutions. Concomitantly, a new
peak arises at 4.7 Å, reflecting the first solvation layer of water
molecules around the methyl groups at longer distances.

C. Torsional Free-Energy Profile for 1,2-Dichloroethane.
The conformational equilibrium of 1,2-dichloroethane provides
a classical example of solvent effects on conformational changes
of organic compound, and it has been the subject of numerous
experimental and computational studies.25,42 In the gas phase
and nonpolar solvent such as cyclohexane, the trans conforma-
tion is more stable than the gauche form in free energy by 1.20
and 0.51 kcal/mol, respectively.42a As the polarity of the solvent
increases, the gauche conformation becomes more populated
since its molecular dipole moment changes from zero in the
trans conformer to about 3.5 D in the gauche form.42 Experi-
mentally, the solvent effect was found to stabilize the gauche
conformation by-1.42 kcal/mol in going from the gas phase
to acetonitrile.42a The effect would be expected to be even
greater in aqueous solution.

The Lennard-Jones parameters for the chlorine atom are
calibrated by comparing the computed and experimental free
energies of hydration for CH3Cl, CH2Cl2, and CHCl3. With
the parameters listed in Table 1, the computed∆Gh are 1.9,
-0.4, and-1.4 kcal/mol for these three compounds, respec-
tively, which may be compared with the experimental values
(-0.6, -1.4, and-1.1 kcal/mol).

The computed free-energy profiles as a function of the
dihedral angle around the central C-C bond are shown in Figure
3, using both the XSOL/AM1 and XSOL/PM3 model. The
differences in the free energy of hydration between the gauche
and trans form are listed in Table 6. For 1,2,-dichloroethane,
the XSOL calculations yield a solvent effect of-1.94 kcal/
mol at the AM1 level and-2.03 kcal/mol using the PM3
method, in favor of the gauche conformer. This is accompanied
by a shift in the minimum of the gauche conformation from
72° (70°) in the gas phase using the AM1 (PM3) model to 63°
(60°) in water. For comparison, using the Monte Carlo free-
energy perturbation method along with the scaled CM1 charges,
Kaminski and Jorgensen found that the trans-gauche relative
stability of 1,2-dichloroethane is reversed with a computed
solvent effect of-1.19 and-1.48 kcal/mol in acetonitrile and

water, respectively.25 Since the solvent effect in acetonitrile is
slightly underestimated by the Monte Carlo simulations, the
XSOL results appear to be consistent with the aqueous results
of Kaminski and Jorgensen.25

D. Tautomeric Equilibria in 2- and 4-Hydroxypyridine
and Pyridone. Another well-known example having significant
solvent effects on chemical equilibria is the tautomeric equilibria
of 2- and 4-hydroxypyridine and pyridone.43 In the gas phase,
the hydroxy form is preferred over the lactam form, whereas
the two tautomers exist in comparable amounts in chloroform
and cyclohexane.43,44 In aqueous solution, the equilibria is

completely shifted to the lactam form due to increased hydrogen-
bonding and dipolar interactions.

Table 7 summarizes the computed differences in free energy
of hydration for the tautomeric equilibria of 2-hydroxypyridine
f 2-pyridone (1) and 4-hydroxypyridinef 4-pyridone (2) in
water. Experimental and early computational results are also
listed in Table 7 for comparison.45 The XSOL/PM3 predictions
are found to be in good accord with experiment, with a
calculated solvent effect of-4.4 kcal/mol for 2-hydroxypyridine

Figure 2. Computed amine N and water O (N-Ow) radial distribution
functions for NH3, CH3NH2, (CH3)2NH, and (CH3)3N in water.

Figure 3. Computed free-energy profile for 1,2-dichloroethane in water
from XSOL-AM1 and XSOL-PM3 calculations.

TABLE 6: Free Energy Differences (kcal/mol) between the
Gauche and Trans Conformers of 1,2-Dichloroethane

XSOL

medium expa MC-AOCb OPLS-AAc AM1 PM3

gas phase 1.2 0.86 1.17 0.74 0.63
acetonitrile -0.22 -0.33 -0.33
aqueous -0.62 -1.20 -1.40

a Reference 42a.b Reference 25.c Reference 42c.
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and -7.9 kcal/mol for 4-hydroxypyridine. The results from
XSOL/AM1 calculations are also good with predicted solvent
effects of-3.9 and-7.0 kcal/mol. Previous Monte Carlo QM/
MM simulations employing the AM1 method yielded solvent
effects of -5.7 and -7.4 kcal/mol for these two systems,
respectively.45a Kaminiski and Jorgensen obtained a solvent
effect of-2.2 kcal/mol for the 2-hydroxypyridinef 2-pyridone
conversion in water. Using the 6-31G* EPS charges and
geometries, these authors found that the predicted∆∆Ghyd in
water is -6.4 kcal/mol, which lends some insight about the
range of uncertainties involved in empirical potential functions
for fluid simulations.25

Details of hydrogen-bonding interactions are revealed by the
computed rdfs for the two systems. Figures 4 and 5 illustrate
the change in hydrogen-bonding patterns for 2-pyridone and
2-hydroxypyridine. Hydrogen-bonding interactions between the
nitrogen and water hydrogen are clearly reflected by the striking
first peak at 1.7 Å in the N-Hw rdf for 2-hydroxypyridine
(Figure 4). Integration to the minimum revealed that one water
molecule is strongly hydrogen-bonded to the nitrogen. This
peak disappears in the N-Hw rdf for 2-pyridone (Figure 5)
because the nitrogen is attached to a hydrogen and is now a
hydrogen-bond donor. The hydroxy group in 2-hydroxypyridine
can potentially form two hydrogen bonds, one donor and one
acceptor. However, the acceptor hydrogen bond is weak with
an average of 0.3 nearest neighbors. The carbonyl oxygen in
2-pyridone is an excellent hydrogen-bond acceptor, as demon-
strated by the first peak in the O-Hw rdf in Figure 5. Integration
of the first peak shows that the carbonyl oxygen participate in
two hydrogen bonds with the solvent. These findings are in
good accord with the results from our previous Monte Carlo
simulations employing a combined AM1/TIP3P potential.45a

Conclusions

A combined integral equation and quantum mechanical
solvation model (XSOL) has been presented and tested on the
computation of free energies of hydration of a series of organic
compounds and on medium effects for organic equilibria in
aqueous solution. In the XSOL model, the solute molecules
are represented by the semiempirical AM1 or PM3 model and
the solvent is approximated by the three-site TIP3P model for
water. The solvation process and reorganization of the solvent
structures are determined by the extended reference interaction
site model (XRISM), which is extremely successful and has
been applied to numerous systems. The electronic structure
calculations, which yield the solute atomic charges in solution,
are performed with the inclusion of the solvent electrostatic
potential enumerated from the site-site correlation functions.
A key feature of the present method is the use of the charge
model (CM1) recently developed by Cramer and Truhlar and
co-workers for their solvation models. The method is tested
through computation of free energies of hydration for a series
of organic molecules and solvent effects on organic equilibria.
The unassigned errors are about 1 kcal/mol in comparison with
experimental solvation free energies. This is comparable to
errors from explicit free-energy perturbation simulations em-
ploying either combined QM/MM or empirical potential func-
tions. However, the XSOL model is much more efficient in
computational time and complements continuum solvation
models and explicit QM/MM simulations. The present RISM
integral equation calculations are based on a one-dimensional
reduction of the Ornstein-Zernicke equation. Recently, three-
dimensional formalisms have been derived in the framework
similar to the RISM equations by averaging the orientations of
only one of the molecular pair in a correlation function.46 Thus,
the full orientational information can be obtained for the
reference solute molecule. It has been shown that the computed
pair distribution functions are in better agreement with simula-
tion results than those obtained using the original XRISM
equations.46 There is tremendous opportunity to further improve
the accuracy of the present XSOL model by incorporating these
new theoretical developments.
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TABLE 7: Differences in Free Energy of Hydration
(kcal/mol) for the Tautomeric Equilibria of 2- and
4-Hydroxypyridine in Water

method
2-HO-pyridinef

Pyridone
4-HO-pyridinef

pyridone

experiment -4.6( 0.8 <-5.8
MC QM/MM a -5.7( 0.2 -7.4( 0.2
MC AOCb -2.2( 0.2
AM1-SM2c -2.6
SCRFd -5.8
XSOL-AM1 -3.9 -7.0
XSOL-PM3 -4.4 -7.9

a Reference 45a.b Reference 25.c Reference 45b.d Reference 45c.

Figure 4. Computed radial distribution functions for 2-hydroxypyridine
using XSOL-AM1.

Figure 5. Computed radial distribution functions for 2-pyridone using
XSOL-AM1.
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